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Introduction

The rapid advancement of artificial intelligence has revolutionized industries across the globe,

improving efficiency, security, and innovation. However, these same technologies have also become

powerful tools in the hands of terrorist organizations, representing a growing threat to global security. As

artificial intelligence becomes more advanced and accessible, terrorist groups are increasingly exploring

ways to exploit these tools for their criminal purposes, demanding urgent international attention and

cooperation to mitigate potential risks.

Artificial intelligence, particularly generative artificial intelligence, offers terrorist groups new

capabilities in various areas, including propaganda creation and dissemination, interactive recruitment,

social media manipulation, automated attacks, and cyber warfare. Organizations such as Al-Qaeda and

Islamic State (IS) have already begun experimenting with AI technologies. For instance, the Islamic

State published a guide in 2023 on using generative artificial intelligence tools securely, while

pro-Al-Qaeda outlets have likely employed artificial intelligence to create sophisticated propaganda

images. These developments illustrate the increasing sophistication of terrorist operations in the digital

age.

Another critical issue is the dual-use nature of artificial intelligence technologies. Many AI-driven

innovations intended for societal benefit can also be weaponized for malicious purposes, creating a

complex ethical and regulatory dilemma. Governments and international organizations must balance

promoting technological progress while establishing safeguards against its misuse. The cross-border

nature of artificial intelligence-enabled terrorism further highlights the urgent need for international

cooperation, as attacks can be launched remotely and affect multiple countries simultaneously.

The misuse of artificial intelligence by terrorist organizations is particularly concerning due to its

potential to enhance the scale and efficiency of attacks while minimizing the need for human

intervention. Artificial intelligence allows for automated mass surveillance, the creation of weaponized

drones, and the execution of sophisticated cyberattacks. Nevertheless, this isn’t the first time that

terrorist groups are undertaking mass exploitation of technology. In the early 2000s, organizations like

Al-Qaeda and ISIS used the internet to recruit members and spread propaganda. By the 2010s, artificial

intelligence-powered bots began amplifying extremist narratives on social media, fueling radicalization

on a global scale. Terrorist groups also started using modified drones for reconnaissance and combat

purposes in conflict zones. In recent years, the increased sophistication of artificial intelligence-driven

disinformation campaigns has increased fears of large-scale cyber attacks.

To tackle the issue, several critical areas need to be explored and addressed. These include

understanding how terrorist groups exploit artificial intelligence-driven technologies, examining the legal

and policy barriers to international regulation, reviewing global countermeasures, and considering future

threats and ethical dilemmas. As humanity navigates the rapidly evolving landscape, coordinated global
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action is crucial in mitigating the risks posed by the intersection of artificial intelligence and terrorism.

Definition of Key Terms

Artificial Intelligence (AI):

Technology enabling machines to simulate human intelligence processes such as learning and

problem-solving.

Generative artificial intelligence:

Artificial intelligence systems capable of creating new content, including text, images, and videos.

Machine Learning:

A subset of AI that allows systems to improve their performance by analyzing data and

recognizing patterns.

Autonomous Weapons Systems (AWS):

Military systems capable of selecting and engaging targets without human intervention.

Artificial intelligence-powered Chatbots:

Conversational AI systems that can interact with users, potentially used for terrorist recruitment.

Disinformation Campaigns:

Coordinated efforts to spread false or misleading information, often amplified by AI technologies.

Predictive Analytics:

Use of AI to analyze data and predict future events or behaviors.
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Background Information

The exploitation of AI by terrorist groups has emerged as a critical global security concern,

significantly complicating international efforts to maintain safety and stability. This issue can be traced

back to the early 2000s when terrorist organizations began utilizing the internet for recruitment and

propaganda dissemination. However, the rapid advancement and increased accessibility of AI

technologies have exponentially amplified this threat, creating a multifaceted and pressing security

challenge. By 2023, the extent of AI misuse by terrorist groups became evident, with Tech Against

Terrorism archiving over 5,000 instances of AI-generated content produced by terrorist and violent

extremist actors (TVEs). A related study identified 215 cases of AI-generated pro-Islamic State

propaganda across various platforms such as Instagram, Pinterest, and Meta, underscoring the scale

and adaptability of these organizations in exploiting digital tools for their agendas.

One of the most concerning developments has been the use of AI for generating and

disseminating propaganda. It emphasizes not only the increasing sophistication of their media tactics

but also their ability to adapt to new technologies. The Islamic State has been particularly active in

leveraging AI for propaganda creation; in the summer of 2023, they published a tech support guide

aimed at helping followers securely use generative AI tools to create and spread extremist content while

evading detection.

Recognizing the gravity of this issue, international organizations have intensified their efforts.

The United Nations Interregional Crime and Justice Research Institute (UNICRI) and the United Nations

Counter-Terrorism Centre (UNCCT) jointly produced a report titled "Algorithms and Terrorism: The

Malicious Use of Artificial Intelligence for Terrorist Purposes." This report highlights potential threats

posed by AI-driven terrorism and provides strategies for governments, tech companies, and civil society

to proactively address these dangers.

As artificial intelligence technologies become cheaper and more accessible, even individuals

with limited technical expertise can misuse these tools for extremist purposes. Experts caution that this

trend will likely result in increased production of AI-generated extremist content on the internet,

exacerbating the already significant challenge of content moderation and threat prevention. The

transnational nature of AI-driven terrorism necessitates global cooperation; cyber-attacks, disinformation

campaigns, and AI-powered propaganda cross borders effortlessly. No single country can tackle this

problem in isolation; thus international bodies must collaborate to establish universal norms, facilitate

real-time information sharing, and develop adaptive strategies to counteract AI-enabled terrorism.

Partnerships between governments, tech companies, and civil society organizations are

essential for ensuring a comprehensive response. In essence, the exploitation of artificial intelligence by

terrorist groups represents a complex and evolving threat to global security. As these technologies
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continue to advance at an unprecedented rate, international cooperation, policy development, and

technological innovation are critical for mitigating these risks. Addressing this multifaceted issue

requires balancing security concerns with ethical considerations while fostering international

collaboration to combat terrorism in an increasingly digital world.

Combating AI-Powered Propaganda and Recruitment

The use of artificial intelligence for propaganda generation has transformed how terrorist

organizations recruit members and spread their ideologies. With over 5,000 instances of AI-generated

extremist content documented by Tech Against Terrorism as of 2023, it is clear that these groups are

leveraging technology effectively to enhance their outreach efforts. For instance, pro-Islamic State

affiliates have utilized generative AI not only for creating compelling narratives but also for translating

their messages into various languages—making them accessible to a broader audience beyond Arabic

speakers.

In July 2023, a neo-Nazi Telegram channel was uncovered that dedicated itself to distributing

AI-generated antisemitic and racist images, featuring 360 messages primarily created using AI tools.

Similarly, pro-Islamic State affiliates have employed generative AI to translate Arabic-language ISIS

propaganda into multiple languages, including Indonesian and English. Notably, the Islamic State

Khorasan (ISKP) produced a video featuring an AI-generated anchorman delivering news after an

IS-claimed attack in Bamiyan province, Afghanistan.

The sophistication with which these groups operate is alarming; they are not only creating

content but are also developing guides on how followers can effectively utilize generative AI tools while

evading detection from law enforcement agencies. Such adaptability indicates a significant shift in

recruitment strategies where personalized engagement through chatbots allows potential recruits to

receive tailored messages that resonate with their beliefs or interests—making extremist narratives

more appealing than ever before.

Moreover, during conflicts such as the one witnessed in Gaza in 2023, terrorists manipulated

images using generative artificial intelligence technology that depicted injured civilians—intensifying

their propaganda campaigns while inciting violence among sympathizers worldwide. As these tactics

evolve rapidly alongside advancements in technology itself—international efforts must prioritize

developing counter-narratives that challenge these extremist messages effectively while employing

robust monitoring systems capable of identifying such content before it spreads.

Mitigating AI-Driven Cyber Threats and Autonomous Weapons

The rise of artificial intelligence has also led to an increase in cyber threats posed by terrorist
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organizations who exploit these technologies for malicious purposes. By automating attacks through

sophisticated algorithms designed specifically for identifying vulnerabilities within critical infrastructure

systems—these groups are capable of executing large-scale operations with minimal human

intervention required.

For example—terrorist organizations have developed advanced malware capable not only of

disrupting financial institutions but also threatening essential services relied upon by civilian populations

worldwide. This poses significant risks as it could lead directly towards inciting global panic if left

unchecked—highlighting urgent needs for enhanced cybersecurity measures alongside proactive

defense strategies aimed at thwarting such attacks before they occur.

Furthermore the potential acquisition of autonomous weapon systems raises profound ethical

concerns regarding warfare dynamics if placed within reach of extremist factions seeking greater power

through technological means rather than traditional military capabilities alone. Experts warn that with

commercial drones becoming increasingly accessible combined alongside open-source development

tools—there lies a plausible risk that terrorists might soon possess capabilities enabling them conduct

autonomous strikes without direct human oversight involved whatsoever.

To address these challenges effectively—governments must collaborate internationally towards

establishing comprehensive regulatory frameworks governing usage guidelines surrounding both

artificial intelligence applications across various sectors including military operations alongside

cybersecurity protocols aimed at safeguarding public safety against emerging threats posed by

malicious actors leveraging cutting-edge technologies today.

Enhancing International Cooperation and Policy Frameworks

Given the transnational nature inherent within contemporary terrorism facilitated via digital

platforms—it is imperative that nations work collaboratively towards establishing robust policy

frameworks designed specifically addressing issues surrounding artificial intelligence exploitation

among violent extremist groups globally. The United Nations Interregional Crime & Justice Research

Institute (UNICRI) alongside its counterpart—the UN Counter-Terrorism Centre (UNCCT)—have taken

proactive steps producing reports highlighting key threats posed while offering strategic

recommendations aimed at mitigating risks associated with algorithmic manipulation utilized within

terroristic contexts.

One crucial aspect involves facilitating real-time information sharing among countries which

would enable timely responses against cross-border cyber-attacks or disinformation campaigns

propagated through social media channels frequented by extremists seeking recruitments or spreading

radical ideologies alike. Establishing universal norms governing acceptable practices surrounding both
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development & deployment concerning artificial intelligence applications remains essential—ensuring

accountability among tech companies involved along with governmental entities responsible for

overseeing national security interests alike.

Moreover—public-private partnerships play vital roles ensuring comprehensive responses

capable tackling multifaceted challenges posed by emerging technologies exploited maliciously within

terrorism contexts today; fostering collaboration between diverse stakeholders including civil society

organizations dedicated raising awareness combating radicalization efforts online remains equally

important alongside promoting ethical considerations balancing security measures against human rights

protections necessary safeguarding freedoms enjoyed globally amidst growing concerns regarding

surveillance states arising from increased monitoring capabilities enabled through advancements made

within artificial intelligence realms today.

In conclusion—the exploitation of artificial intelligence by terrorist groups represents an evolving

threat requiring immediate attention from policymakers worldwide committed towards fostering

cooperation across borders while developing innovative solutions addressing challenges faced within

contemporary landscapes shaped increasingly driven technology today; addressing these issues

necessitates balancing security priorities alongside ethical considerations ensuring human rights

protections remain intact throughout efforts undertaken combating terrorism effectively moving forward

into future landscapes defined increasingly digital realities shaping lives globally today.

Major Countries and Organizations Involved

United Nations:

The United Nations has taken a leading role in addressing the challenges posed by AI in

terrorism. In October 2024, the UN General Assembly unanimously adopted its first global resolution on

AI, a non-binding measure led by the United States and co-signed by over 120 member states. This

resolution outlines baseline goals for promoting "safe, secure and trustworthy" AI systems which include

ensuring that AI technologies respect human rights and fundamental freedoms, promoting transparency

and explainability in AI decision-making processes, establishing accountability mechanisms for

developers and users of AI, safeguarding privacy and data protection, developing ethical guidelines for

AI deployment, and promoting public awareness and education regarding the implications of AI

technologies.

The United Nations Office of Counter-Terrorism (UNOCT) and the United Nations Interregional

Crime and Justice Research Institute (UNICRI) have been at the forefront of this issue. They jointly

produced a comprehensive report titled "Algorithms and Terrorism: The Malicious Use of AI for Terrorist

Purposes," which serves as both an early warning system and a guide for the global community.
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The UN's approach emphasizes international cooperation and the development of ethical

guidelines for AI use. In various UN forums, member states have consistently voted in favor of

resolutions calling for increased vigilance and cooperation in combating the misuse of emerging

technologies by terrorist groups.

Council of Europe:

On July 8, 2024, the Council of Europe adopted the first-ever international legally binding treaty

aimed at ensuring respect for human rights, the rule of law, and democracy

in the use of AI systems. This Framework Convention on AI and Human Rights, Democracy, and the

Rule of Law is open to non-European countries and sets out a legal framework covering the entire

lifecycle of AI systems.

Organization for Security and Co-operation in Europe (OSCE):

The OSCE Parliamentary Assembly has been actively addressing the security implications of AI

development and its potential misuse by terrorist groups. Key actions include:

● 2024, July 3: Resolution on AI and the Fight against Terrorism (OSCE PA Resolution)

This resolution calls upon participating States to strengthen legislation criminalizing the

development, distribution, or use of AI for terrorist purposes and to establish robust oversight

mechanisms to monitor the development and deployment of AI technologies. It promotes further

research and development in countering terrorist activities affiliated with AI.

United States of America:

The United States, as a global leader in AI development and counter-terrorism efforts, has taken

significant steps to leverage AI technologies in detecting and countering terrorist activities. The

Department of Homeland Security (DHS) plays a critical role in ensuring AI safety and security

nationwide, using AI responsibly to advance its homeland security mission while protecting privacy and

individual rights. Key examples of U.S. efforts in this domain include:

● Customs and Border Protection (CBP) uses AI to combat drug trafficking. In 2023, CBP's

Machine Learning models identified a suspicious pattern in a car's border crossing history,

leading to the seizure of 75 kilograms of narcotics.

● Homeland Security Investigations (HSI) employs AI in investigating crimes against

children. Operation Renewed Hope, completed in August 2023, used AI models to

enhance old images, resulting in the identification of 311 previously unknown victims of
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sexual exploitation.

● The DHS has developed an AI Roadmap outlining priorities, goals, and opportunities for

its AI efforts and activities.

However, the U.S. also grapples with ethical implications of these technologies. The DHS has

identified 40 rights and/or safety-impacting AI use cases and is working to implement risk management

practices by December 1, 2024. This demonstrates the ongoing effort to balance effective

counter-terrorism measures with the protection of individual rights and privacy.

United Kingdom (UK)

The United Kingdom has been at the forefront of developing AI-powered counter-terrorism

strategies. The UK's approach combines technological innovation with a strong focus on ethical

considerations and international cooperation.

The Government Communications Headquarters (GCHQ) and the National Cyber Security

Centre (NCSC) play pivotal roles in countering AI-enabled threats. These agencies have developed

sophisticated AI systems for monitoring and analyzing potential terrorist activities online.

In 2023, the UK government published its National AI Strategy, which includes specific provisions

for countering the malicious use of AI by terrorist groups. This strategy emphasizes:

● Investing in AI research for security purposes, with a significant portion of the £2.3 billion

AI investment earmarked for defense and counter-terrorism applications.

● Collaborating with tech companies to track and remove extremist content online, including

the development of AI-powered content moderation tools.

● Enhancing international cooperation, particularly through the Five Eyes intelligence

alliance.

In UN forums, the UK has consistently voted in favor of resolutions aimed at strengthening

international cooperation in combating AI-enabled terrorism. The UK has also been a vocal advocate for

the responsible development and use of AI technologies, pushing for global standards and ethical

guidelines.

Islamic State (IS):
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The Islamic State (IS), also known as ISIS or ISIL, has been at the forefront of integrating

modern technologies into its operational and propaganda strategies. Over the past decade, IS has

demonstrated a remarkable ability to adapt to emerging technologies, using them for recruitment,

propaganda dissemination, and operational purposes. The rise of artificial intelligence (AI) has added a

new dimension to IS’s activities, enhancing their capabilities in propaganda creation, recruitment

strategies, and even tactical operations.

In 2023, IS released a detailed guide for its followers on securely utilizing generative AI tools to

create and disseminate extremist content. This guide provided instructions on avoiding detection by law

enforcement and security agencies while maximizing outreach. AI-generated videos, featuring avatars

delivering news bulletins about IS-claimed attacks, have been employed to mimic legitimate media

sources. For example, after an attack in Bamiyan province, Afghanistan, IS used AI-generated anchors

to present their narrative, making their propaganda appear more credible and professional.

Additionally, IS affiliates have used generative AI to create multilingual propaganda, translating

materials into languages like Indonesian and English. This strategy broadens their reach, targeting

regions outside their traditional strongholds. During the Gaza conflict in 2023, IS utilized AI to

manipulate images of civilian casualties, intensifying disinformation campaigns and inciting violence.

IS has also experimented with AI for tactical purposes, such as identifying vulnerabilities in

enemy defenses and enhancing their cyberattack capabilities. While there is limited evidence of IS

deploying AI-powered autonomous weapons, the group has shown interest in commercial drone

technology. By modifying drones, IS has conducted reconnaissance and launched attacks on critical

infrastructure in conflict zones, showcasing the potential for AI integration in these operations.

AI-enabled chatbots are increasingly used by IS to engage with potential recruits. These

systems personalize conversations based on the individual’s interests, background, and beliefs, making

extremist narratives more persuasive. Such technologies allow IS to scale its recruitment efforts without

requiring significant human intervention, posing a significant challenge to counter-terrorism efforts

globally.

Al-Qaeda:

Al-Qaeda, one of the most infamous terrorist organizations globally, has also integrated AI into its

operations, albeit less visibly than IS. Known for its decentralized structure and ability to inspire regional

affiliates, Al-Qaeda has leveraged AI primarily for propaganda and strategic communication.

Al-Qaeda’s use of generative AI tools to create propaganda posters and videos has been

documented extensively. In 2023, Tech Against Terrorism identified over 200 instances of AI-generated
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content linked to Al-Qaeda-affiliated media entities. These materials often target specific audiences,

employing cultural and linguistic nuances to resonate deeply with viewers. AI’s ability to automate and

enhance content creation has enabled Al-Qaeda to maintain a steady stream of high-quality propaganda

despite increased surveillance and takedown efforts.

The organization has used AI to automate the translation of Arabic-language propaganda into

English, French, and other widely spoken languages. This approach ensures that Al-Qaeda’s messages

reach a broader audience, amplifying its global impact. AI tools have also been employed to monitor

social media trends, allowing the group to tailor its messages to capitalize on public sentiment and

emerging events.

While Al-Qaeda’s primary strength lies in its ideological influence rather than technological

prowess, its affiliates have begun experimenting with AI-driven recruitment tactics. Chatbots and other

conversational AI tools allow the organization to engage potential recruits with personalized messages,

mimicking the tactics employed by IS.

Hezbollah:

Hezbollah, a Lebanon-based Shia Islamist group backed by Iran, has not directly embraced AI to

the same extent as IS or Al-Qaeda. However, the organization has shown an interest in technological

advancements to support its operations.

Hezbollah has relied on encrypted communication tools that incorporate AI algorithms to ensure

secure transmissions. These tools are critical for coordinating operations and avoiding detection by

Israeli and international intelligence agencies.

While evidence of AI use in Hezbollah’s operations is limited, the group’s access to resources

and technical expertise through Iranian support suggests that it could adopt AI technologies in the future.

This poses a significant risk, particularly in the context of autonomous weapons or enhanced cyber

capabilities.

Taliban:

The Taliban, primarily focused on Afghanistan and neighboring regions, has gradually adopted

modern technologies, including AI, to further its agenda. Unlike IS and Al-Qaeda, the Taliban’s approach

to AI remains less sophisticated but equally concerning.

The Taliban has employed AI tools to produce propaganda materials aimed at both domestic and

international audiences. These materials often portray the Taliban as a legitimate governing body while
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discrediting its opponents. AI-generated content, such as videos and images, has been used to shape

public perception and recruit sympathizers.

In recent years, the Taliban has invested in cyber capabilities, utilizing AI-driven tools to enhance

its online presence. Social media platforms have become a key battleground, with the Taliban deploying

AI to evade content moderation and spread its messages. This includes using AI-powered bots to

amplify their narratives and counter opposing viewpoints.

Israel

Israel, facing constant security challenges, has emerged as a leader in counter-terrorism

technologies, including those powered by AI. The country's approach combines cutting-edge

technological development with extensive practical application.

Israel's defense forces and tech companies have developed several AI-powered systems for

counter-terrorism, including:

● AI-powered drone defense systems capable of detecting and neutralizing potential aerial

threats.

● Advanced facial recognition technologies used in border security and public spaces to

identify potential threats.

● AI-driven predictive policing systems that analyze patterns to anticipate potential terrorist

activities.

Israel has also been proactive in sharing its expertise internationally. In 2024, the country hosted

an international conference on AI and Counter-Terrorism, bringing together experts from over 50

countries to discuss best practices and emerging threats.

In UN votes, Israel has consistently supported resolutions calling for increased international

cooperation in combating AI-enabled terrorism. However, the country has also emphasized the need for

nations to retain sovereignty in developing and deploying AI technologies for national security purposes.

Tech Giants (Meta, Google, Microsoft)

Tech giants like Meta, Google, and Microsoft play a crucial role in combating the use of AI by

terrorist groups. These companies have implemented sophisticated AI-powered moderation systems to

detect and remove terrorist content from their platforms.

Meta (formerly Facebook) has been at the forefront of this effort. In 2021, the company reported
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that 99.7% of terrorism-related content on Facebook was proactively detected and removed before users

reported it.

. This high success rate is largely attributed to their advanced AI systems, which can identify and

flag potentially extremist content in multiple languages and formats.

Google, through its subsidiary YouTube, has also made significant strides in this area. In the first

quarter of 2023, YouTube removed over 7.7 million videos for violating its community guidelines, with a

substantial portion related to violent extremism.

. The company's machine learning algorithms can detect and flag problematic content at scale,

often before it reaches a wide audience.

Microsoft has developed PhotoDNA, an AI-powered tool that helps detect and report child

exploitation images. This technology has been adapted to identify terrorist content as well, and Microsoft

has made it available to other companies and law enforcement agencies.

These tech giants are also key members of the Global Internet Forum to Counter Terrorism

(GIFCT), established in 2017. The GIFCT facilitates collaboration between tech companies, allowing

them to share best practices and technologies for combating online extremism. As of 2024, the GIFCT's

hash-sharing database contains over 300,000 unique hashes of known terrorist content, enabling swift

removal across multiple platforms.

However, these efforts face ongoing challenges. Terrorist groups continually adapt their tactics,

using AI to create content that evades detection. For instance, they may use AI-generated images or

videos that are subtly altered to bypass content filters. This cat-and-mouse game necessitates constant

innovation and collaboration between tech companies and counter-terrorism experts.

The tech giants' role in this fight extends beyond content moderation. They also invest in

research and development of new AI technologies to stay ahead of evolving threats. For example,

Google's Jigsaw unit develops tools to counter online extremism and disinformation, while Meta's AI

research team works on advanced natural language processing to better understand and contextualize

potentially extremist content.

Despite these efforts, the tech giants face criticism and regulatory pressure to do more. Balancing

free speech with security concerns remains a significant challenge, as overzealous content removal can

infringe on legitimate expression. As AI technologies continue to advance, these companies will play an

increasingly critical role in shaping the global response to AI-enabled terrorism.

Research Report | Page 13 of 20
The Hague International Model United Nations 2025| 27th January 2025 – 31st January 2025



The Hague International Model United Nations 2025 – 27th January 2025 – 31st January 2025

Timeline of Events

Due to the more recent development in AI to a recognizable extent within terrorist organizations, there

are few documented events of its integration within the terrorist world.

Date Name Description

June 19, 2023 Tech Against Terrorism catches
propaganda production

Tech Against Terrorism identifies

an Al-Qaeda-aligned media

entity using generative AI for

propaganda production. Four

instances of AI-generated

propaganda posters are

detected

July 2, 2023 Neo-Nazi Telegram Channel
Becomes Active

A neo-Nazi Telegram channel

dedicated to sharing

AI-generated antisemitic and

racist images becomes active

Summer 2023 Tech Support Guide On
Generative AI

The Islamic State publishes a

tech support guide on how to

securely use generative AI tools

August 4, 2023 Automatic Speech Recognition
for Propaganda

Pro-Islamic State affiliates use

AI-based automatic speech

recognition to transcribe

Arabic-language IS propaganda

into Arabic script, Indonesian,

and English

October 2023 Manipulation of Images to
Increase Disinformation and

Propaganda

During the Gaza conflict,

terrorists use generative AI to

manipulate images of injured

civilians to instigate more

violence and increase their

propaganda of disinformation

March 2024 ISIS-K attack on Crocus City Following an ISIS-K attack on
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Hall in Moscow Crocus City Hall in Moscow, an

IS supporter creates and

disseminates an AI-generated

video news bulletin mimicking

mainstream media broadcasts

April 2024 IS “News Bulletin” Islamic State supporters express

increased interest in using AI to

boost the scale and scope of

their public content. The group

experiments with AI-generated

"news bulletins" presented by

AI-generated avatars

Previous Attempts to solve the Issue

Resolution on Artificial Intelligence, 8 October 2024 (A/RES/79/1):

This resolution encourages member states to strengthen security measures for AI systems,

prevent vulnerabilities, and address challenges related to the malicious use of AI by threat actors.

It represents the first global resolution on AI adopted by the UN General Assembly.

UNICRI and UNCCT:

These UN bodies jointly produced a report titled "Algorithms and Terrorism: The Malicious

Use of AI for Terrorist Purposes." This report serves as an early warning system and guide for the

global community in addressing potential misuse of AI by terrorists.

European Union:

The EU has introduced the AI Act, which establishes oversight mechanisms and risk levels

for AI technologies. This legislation aims to mitigate potential threats associated with AI misuse for

radicalization and terrorist purposes.

International Community:

Law enforcement and counter-terrorism agencies globally have been exploring the use of

AI to combat terrorism online. Efforts include:
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Developing AI-based tools for detecting and countering terrorist activities, implementing

content moderation and takedown policies on social media platforms and using 'fingerprinting'

techniques to track and remove terrorist content across networks.

Possible Solutions

International Regulatory Framework

An international regulatory framework represents a critical first step in combating AI-enabled

terrorism. This would involve developing a comprehensive international treaty that goes beyond existing

cyber-security measures. Such a treaty would criminalize the development, distribution, and use of AI for

terrorist purposes, establishing clear guidelines for responsible AI development. The framework would

create robust mechanisms for international cooperation, allowing countries to share intelligence,

coordinate enforcement efforts, and develop standardized protocols for identifying and mitigating

AI-based terrorist threats. Crucially, this approach would require unprecedented levels of diplomatic

collaboration and a willingness to compromise on national sovereignty in the interest of global security.

Enhanced Artificial Intelligence-Powered Counter-Terrorism Tools

Enhanced AI-powered counter-terrorism tools offer another promising avenue for addressing this

challenge. By investing in advanced AI systems specifically designed to combat terrorist activities,

governments and international organizations could develop more proactive and sophisticated detection

mechanisms. These tools would leverage predictive analytics to identify potential terrorist activities

before they occur, utilizing machine learning algorithms to recognize patterns of radicalization and

potential threat indicators. Automated content moderation systems could be developed to rapidly detect

and remove extremist content across multiple platforms, significantly reducing the spread of terrorist

propaganda.

Public-Private Partnerships

Public-private partnerships emerge as a crucial strategy in this fight. By fostering collaboration

between governments, technology companies, and academic institutions, a more comprehensive

approach to combating AI-enabled terrorism can be developed. These partnerships would create secure

channels for sharing threat intelligence, developing ethical AI guidelines, and creating innovative

solutions to detect and prevent terrorist exploitation of AI technologies. Tech companies would play a

crucial role in developing advanced detection algorithms, while governments provide regulatory

frameworks and intelligence support.

Capacity Building and Training
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Capacity building and training programs represent another essential solution. Law enforcement

and counter-terrorism agencies would receive comprehensive training on understanding AI technologies,

their potential misuse, and the ethical considerations surrounding their deployment. These programs

would focus on developing technical skills necessary for using AI tools in investigations and threat

assessment, ensuring that personnel are equipped to handle the complex landscape of AI-enabled

terrorism.

Independent Artificial Intelligence Ethics Committees

The establishment of independent AI ethics committees at national and international levels would

provide critical oversight and guidance. These committees would ensure that AI technologies are

developed and deployed in accordance with human rights standards, balancing security needs with

privacy concerns. They would provide ongoing evaluation of AI technologies, offering recommendations

for mitigating potential risks and ensuring responsible innovation.

International Information-Sharing Platform

An international information-sharing platform would serve as a crucial mechanism for coordinating

global efforts. This secure platform would enable real-time sharing of AI-related threat intelligence,

facilitate cross-border investigations, and support joint operational responses to emerging terrorist

threats. Such a platform would require robust encryption and strict access controls to protect sensitive

information.

Comprehensive Artificial Intelligence Literacy Programs

Finally, comprehensive AI literacy programs would play a vital role in addressing the root causes

of vulnerability to terrorist propaganda. By increasing public understanding of AI technologies, promoting

critical thinking skills, and encouraging responsible technology use, these programs would help build

societal resilience against extremist narratives.
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